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Praktik   Orange 

Data Mining
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Pengenalan Orange 

Exploratory Data 

Data Treatment

Supervised Learning Unsupervised Learning

Multivariate Regression

Classification

Clustering

Materi Pembelajaran:

Model

Wordcloud (text mining) Suplemen



Orange
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Kenapa Orange ??

1. Algoritmanya cukup lengkap;

2. Tampilannya menarik;

3. Gratis;

4. Bisa mengolah data tanpa Batasan row;

5. Mudah digunakan (no coding coding club).



THE FAMOUS CRISP-DM

Data Mining Lifecycle

▪ Business Understanding
▪ Data Understanding
▪ Data Preparation
▪ Modeling
▪ Evaluation
▪ Deployment

Notice the iteration!
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Widget

Canvas
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Load – Preprocess – Model - Evaluate

Visualize here, 
understanding or 
explore the data … also here
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Data Type di Orange

1. Categorical

4. Text

Data kategorik adalah data yang menjelaskan 
karakteristik dari data tersebut. Misalnya jenis 
kelamin, Bahasa, Kewarganegaraan, dan lain 
sebagainya.

2. Numeric

Data numerik adalah data yang mengambarkan 
kuantitas. Data ini dapat diukur secara kuantitatif 
sehingga dapat menerima operasi matematik.

3. Datetime

Tipe data tanggal yang berkaitan dengan operasi 
tanggal dan waktu.

Tipe Data Teks (String) merupakan tipe data yang 

bisa kita gunakan untuk menampung banyak 

karakter.
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Type Role di Orange

1. Feature

4. Skip

Variable predictor (independent) / variable X

2. Target

Variable dependen (terikat) / Variable Y

3. Meta

Descriptive field dalam data yang tidak akan 

digunakan dalam perhitungan apa pun, tetapi akan 

berfungsi untuk identifikasi atau informasi 

tambahan.

Field yang tidak akan digunakan dalam 

perhitungan dan tidak pula berfungsi sebagai 

informasi tambahan.
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Exploratory Data 
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Cover Slide

Data 
Preparation
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Benar atau Salah

Mengisi data yang kosong (Fill in missing value) 
adalah tahap pada data understanding
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Cover Slide

THE FAMOUS CRISP-DM

Data Mining Lifecycle

▪ Business Understanding
▪ Data Understanding
▪ Data Preparation
▪ Modeling
▪ Evaluation
▪ Deployment

Notice the iteration!
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Fill in Missing value Membuat feature baru

Beberapa treatment Data Preparation di Orange

Memilih Kolom TertentuMenghilangkan outliers
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Fill in Missing value
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Membuat feature baru
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Menghilangkan outliers
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Memilih Kolom Tertentu



Model



THE FAMOUS CRISP-DM

Data Mining Lifecycle

▪ Business Understanding
▪ Data Understanding
▪ Data Preparation
▪ Modeling
▪ Evaluation
▪ Deployment

Notice the iteration!
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Kategorisasi Algoritma Data Mining 
(Learning Methods)

Unsupervised 
Learning

Supervised 
Learning

Semi-
Supervised 

Learning

Reinforcement 
learning methods



24

Modeling – Supervised Learning

• Pembelajaran dengan guru, data set 

memiliki target/label/class

• Algoritma melakukan proses belajar 

berdasarkan nilai dari variabel target

• Contoh: Algoritma estimation, 

prediction/forecasting, classification
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Modeling – Unsupervised Learning

• Variable (atribut) yang menjadi 

target/label/class tidak 

ditentukan (tidak ada)

• Algoritma data mining mencari 

pola dari semua variable (atribut)

• Contoh: Algoritma clustering dan 

asosiasi
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Modeling (CRISP-DM)

1. Estimasi

2. Forecasting

3. Klasifikasi4. Klastering

5. Asosiasi

Data Mining Roles
(Larose, 2005)

1. Estimation
Linear Regression (LR), Neural Network (NN), Deep Learning 
(DL), Support Vector Machine (SVM), Generalized Linear 
Model (GLM), etc

2. Forecasting
Linear Regression (LR), Neural Network (NN), Deep Learning 
(DL), Support Vector Machine (SVM), Generalized Linear 
Model (GLM), etc

3. Classification
Decision Tree (CART, ID3, C4.5, Credal DT, Credal C4.5, 
Adaptative Credal C4.5), Naive Bayes (NB), K-Nearest 
Neighbor (kNN), Linear Discriminant Analysis (LDA), Logistic 
Regression (LogR), etc

-------------------------------------------------------------------------------------

4. Clustering
K-Means, K-Medoids, Self-Organizing Map (SOM), Fuzzy C-
Means (FCM), etc

5. Association
FP-Growth, A Priori, Coefficient of Correlation, Chi Square, etc
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Cover Slide

Supervised 
Learning
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Regression vs Classification

Regression Classification

Digunakan untuk 
memprediksi data continuos 
(continuos quantity)

Digunakan untuk 
memprediksi label diskret 
pada suatu kelas (discrete 
class label)

Regresi dengan multiple 
input biasa disebut 
multivariate regression

Klasifikasi dengan 2 label 
kelas disebut binary dan lebih 
dari 2 kelas disebut dengan 
multi-class

Scoring yang umum 
digunakan : RMSE, R2, MAE, 
MAPE

Scoring yang umum 
digunakan :
Accuracy, F1-score, ROC-AUC

Contoh : prediksi harga 
rumah, prediksi GDP, prediksi 
pertumbuhan penduduk.

Contoh : fraud-detection, 
email spam filter,image 
classification.
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Dataset dengan Label



Regression:
Multivariate 
Regression



Analisis Regresi adalah Teknik statistic untuk 
pemodelan dan investigasi hubungan dua atau lebih 
variable. 

“Dalam analisis regresi, ada satu atau lebih variable independent (biasanya 
menggunakan notasi x), dan satu variable response yang diwakili notasi y.”

Santoso Budi dan Ardian Umam (2018), Data Mining dan Big Data Analytics
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Evaluasi Model Regresi

Mean Squared Error (MSE) Semakin tinggi nilai ini, 
semakin buruk modelnya.

Root Mean Squared Error 
(RMSE)

Semakin tinggi nilai ini, 
semakin buruk modelnya.

Mean Absolute Error (MAE) Semakin tinggi nilai ini, 
semakin buruk modelnya.

R Squared (R²) Nilai maksimum R² adalah 1 
tetapi minimum bisa minus tak 
terhingga.
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Use Case: Prediksi Harga Rumah

Dependent Variable: Harga Rumah
Independent Variable: 
Transaction date, house age, distance to MRT, 
Numbers of Convenience store, Latitude,
Longitude



1 : Load the data

35



2 : View the data

02

03

3 : Melihat statistic dari data yang telah diload
36



4 : Modelling

04

05

5 : Scoring
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Classification
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Classification Model

K-Nearest 
Neighbours

Decision 
Tree

Naïve 
Bayes

SVM

Gradient 
Boosting

Random 
Forest

Logistic 
Regression
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Mengukur Performa Model

Confusion Matrix Akurasi : (TN+TP)/ Jumlah Data

Recall / True Positive Rate : TP/(FN+TP)

Precision : TP/ (TP+FP)
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Performance Metrics

Classification Cases
Area under ROC Curve (AUC)

ROC
Graph that shows performance of a 
classification model at all classification 
thresholds

False Positive Rate

Tr
u

e 
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ve
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at
e
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Use Case: Prediksi Penetapan Consignment

Target: Penetapan (Yes/No)

Feature:
Kode Consignment, Negara Pengirim, 
Netto, Nilai Pabean, Kode HS, Selisih CIF,
Gender Petugas



1 : Load the data
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2 : View the data

02

3 : Melihat statistic dari data yang telah diload

03
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4 : Membagi data sampler
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5 : Pembagian data training dan data testing
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6 : Modelling
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7: Scoring

08

8: ROC Analysis
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9: Confusion Matrix
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Unsupervised 
Learning



Unsupervised Learning

• Algoritma data mining mencari pola dari semua variable (atribut)

• Variable (atribut) yang menjadi target/label/class tidak ditentukan 

(tidak ada)

• Algoritma clustering adalah algoritma unsupervised learning
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Use Case: APBD (Pelayanan Umum dan Kesehatan)

Silhouette score adalah ukuran seberapa mirip suatu objek dengan clusternya sendiri 
dibandingkan dengan cluster lain dan sangat penting dalam pembuatan Silhouette plot. 
Silhouette score mendekati 1 menunjukkan bahwa instance data dekat dengan pusat 
cluster dan instance yang memiliki Silhouette score mendekati 0 berada di perbatasan 
antara dua cluster.



Text Mining:
Word Cloud

Suplemen
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Tujuan text mining
untuk menggali informasi yang dapat berguna dari beberapa 
Dokumen, Selain itu text mining dapat mendukung 
proses knowledge discovery pada beberapa Dokumen yang besar.

Beberapa area penerapan text mining
1. Ekstraksi Informasi (Information Extraction)

2. Pelacakan Topik (Toping Tracking)

3. Perangkuman (Summarization)

4. Kategorisasi (Categorization)

5. Penggugusan (Clustering)

6. Penautan Konsep (Concept Lingking)

7. Penjawaban Pertanyaan (Question Answering)
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Word cloud
metode untuk menampilkan data teks secara visual. Gambaran frekuensi kata-kata dapat ditampilkan 

dalam bentuk yang menarik namun tetap informatif. Semakin sering satu kata digunakan, maka semakin 
besar pula ukuran kata tersebut ditampilkan dalam word cloud.
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Introduction Slide

Terima Kasih.
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